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Certification by
supermartingale

(Agrawal+, POPL’18)

Probabilistic modification of 
real-world benchmarks

(in Alias+, SAS’10)

Almost-sure termination is
certified in 20/28 examples



Certification by supermartingale

(Steinhardt-Tedrake, IJRR’12)

System: a pendulum under 
Gaussian noise

>99% safety is guaranteed
(Pr(enter a bad state) <1%)

The log-base-10 of the
failure probability 
(failure = within 1h)
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Supermartingale = a function over states that is 
“non-increasing” through transitions
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The system eventually visits     almost surely

Ranking supermartingale

decreases at least 1

-
valued
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Barrier certificate

Safe region

Unsafe region

The system does not enter the unsafe region
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Implementation and experiments

• Implemented template-based synthesis algorithms
• Nontrivial bounds are found (①)
• Observed comparative advantage of nonnegative RepSM over -decreasing RepSM (②)

①

①

②



Summary

• Martingale can evaluate reachability of probabilistic 
programs in various ways

• We gave a comprehensive account of martingale-based approximation 

methods via fixed point argument

• We proved soundness/completeness of several methods for 

uncountable-states MDPs, which extends known results

• We demonstrated implementation and experiments


